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1.0 APPLICATION OVERVIEW

The GOES and Aerosol Smoke Product (GASP) was developed at NESDIS/ORA. This product is a retrieval of the Aerosol Optical Depth (AOD) using visible radiances from the Geostationary Operational Environmental Satellites (GOES) imager. The GOES imager is operated by NOAA and provides views of atmospheric, land, and ocean processes at high temporal and moderate spatial resolutions (Menzel and Purdom, 1994). The current GOES-East and GOES-West platforms are located over the equator at 75(W and 135(W, respectively, providing diurnal coverage of North, Central, and South America.  The GOES instrument consists of a three-axes stabilized system, which allows for nearly continuous earth observation.  The instantaneous geometric field of view (IGFOV) at nadir (sub-satellite point) is 1 km in the visible and 4 km in the infrared bands. Although primarily designed for meteorological applications, the GOES Imager offers the unique opportunity to capture aerosol optical depths over land and water. Thus, GASP has important applications for the tracking and monitoring of aerosol plumes due to anthropogenic emissions (i.e., automobiles, industry, fires) and dust.
The GASP processing system acquires GOES data from McIDAS ADDE servers.  The GOES data are pre-processed to transform the MCIDAS data format to one usable by the provided IDL routines.  The GASP aerosol retrievals are only performed during daylight hours (i.e., when the satellite is providing daylight imagery). During the night time hours (from the satellites perspective) routines process the imagery to update the composite clear reflectance and retrieve the surface reflectance. Currently, the algorithm retrieves the AOD for a fixed CONUS sector over the United States from GOES-East. However, with modifications, it is possible to process other sectors (e.g., GOES-East full disk) or other satellites (e.g., GOES-West or GOES-9 in the Western Pacific). The changes required to enable the processing of such sectors are described herein.   

2.0 OPERATING ENVIRONMENT
The GOES system operates on Intel-compatible PC workstations running RedHat Linux.  The host machine should have at least two gigabytes of RAM, 50 gigabytes hard drive space, and two  900mhz processors (or equivalent) for realtime operation for GOES East.  Processing data for additional satellites requires additional hardware and significantly more disk storage space.
2.1 Hardware Environmenttc \l2 "Hardware Environment
For the CONUS sector currently used, each observation time requires 7.4 Mb (channels 1,2,4,6 at 4km and the standard deviation of channel 1). So 21 days with ~30 observations per day (every 30 minutes from sunrise on the east coast - 10:15UTC - to sunset on the west coast - 00:45 UTC) requires 4.55 Gb. Subsequent storage of intermediate files (e.g., cloud mask, surface reflectances, cloud masks, etc) uses ~30 Mb, which results in a needed space of 26Gb for 1 full month of storage of intermediate files. This can be reduced since most intermediate files can be removed a few days after calculation. All files generated are compressed using the IDL gzip function.The processor needed to perform the calculations depends on the size of the image being processed and the frequency of the images. The current setup processes the 7.4 Mb CONUS sector every half hour (often finishing within 15 minutes) using an 800MHz Intel processor. Increasing the image frequency (say to 4 times per hour) or the image size (e.g to Northern Hemisphere of full disk

would increase the computations performed, and thus the required processor speed.

The RAM required also depends on the image size. The current processing system uses a 1024Gb RAM installed which is sufficient for processing..

2.2 Software Environmenttc \l2 "Software Environment
The GASP system requires RedHat Linux 8.0 or higher, McIDAS 7.8x or higher, and IDL 6.0 or higher, additional software as listed below.  GASP only processes GOES-12.  Additional development resources are required for use with other platforms and GOES satellites

                             2. 2. 1  The system currently runs on the RedHat Linux operating system using

                                                            the BASH (Bourne Again Shell) shell. 

2.2.2       McIDAS version 7.8 or higher  is required for GASP

2. 2.3      The current processing system uses IDL 6.0

3.0     COMPILATION AND INSTALLATION PROCEDURES
3.1 Compilationtc \l2 "Compilation
The source code (e.g., gasp.pro) is compiled in the idl environment with the .r gasp.pro command. Subsequent subroutines used by gasp are compiled in the same manner (examples are provided in the idl batch jobs, which are described in another section).

3.2 Makefile informationtc \l2 "Makefile information
IDL does not use Makefile routines because it compiles the routine from within the IDL environment.

3.3 Directory Descriptiontc \l2 "Directory Description
The GASP processing system requires the following directories and subdirectories:

GASP/idl

This is the directory  where the main gasp.pro program is located

 Subdirectories of this are:

GASP/idl/subs

This directory contains all the subroutines used in the GOES processing that are called in the gasp.pro main program.

                             GASP/LUT

                                             Directory that contains the LUT or Look Up Table used by the gasp 

                                             algorithm

                             GASP/batch

                                            This directory contains the shell and idl script files needed for the 

                                             processing 

                             GASP/crontab

                                             Contains the crontab file for near real-time processing

DATAIN

The data where the temporary McIdas files are stored. The McIdas batch files writes the files here and the gasp routine looks for files here, then processes and removes them. This can be on a separate disk from HOME ... or even another computer (which would need file sharing between the computers). In the GASP processing, the variable AREAdir stores this directory name.

GASP/data/us/

Pprocessed mcidas files are stored here (also called modified-mcidas files). Subdirectories of GASP are used to store intermediate files and the retrieved optical depths. The variable CIRAdir stores this information.

GASP/data/us/ref/

This directory contains static files necessary for processing calculations, such as latitude and longitudes of the pixels, azimuths and view zenith angles.

GASP/data/us/aod/

Data files with the retrieved AOD are stored in this directory. 

GASP/data/us/ang/

This directory contains files produced by proc_cld (the cloud maks algorithm). The files are used in proc_sfc and proc_aod (the routines which retrieve the surface reflectance and aerosol optical depths, respectively)

GASP/data/us/cld

Data files with the cloud mask algorithm output are stored here.

GASP/data/us/mos

Mosaic data files, produced by the compositing routine (proc_ccr ... see later section) and used to retrieve the surface reflectances (which are stored in GASP/sfc) are stored here.

GASP/data/us/sfc

Data files with the surface reflectivities (produced from files in GASP/mos) are stored here.

GASP/WEB

This directory contains the GASP imagery. It stores images in subdirectories at significant steps of the processing. This can be on a disk other than the HOME directory. The variable WEBdir stores this information

3.4    Required Files

The following describes the required files to process a GASP sector. This is a general description. It includes examples for the current CONUS processing.
3.4.1 Crontab file

The crontab files is used to run the GASP algorithms in near real time. The crontab file. Initiates each level of GASP processing by calling the following shell scripts:

                        3.4.2   Shell Scripts

                               3.4.2.1   CCR processing
This batch file processes the composite clear reflectance using IDL. Prior to running IDL, some environment variables are set, and a routine is run to remove any defunct IDL processes. The file name is process_mosaic_script.bat
3.4.2.2    Start Surface reflectance retrieval

This script performs the retrieval of the surface reflectance from the ccr. It performs the same initializations as above then starts IDL. The filename is process_Sfc_Ret.bat
3.4.2.4    Perform GASP retrieval

This batch file performs similar environment variable   initialization and defunct process removal as described above. IT then starts IDL and runs an IDL script which compiles and performs the retrieval. Program name is process_goes_script.bat
3.4.2.5      Obtain imagery using MCIDAS

This batch file uses MCIDAS commands to copy image data to the DATAIN directory. The filename is catchup-conus.scr

         3.4.3     IDL scripts

 The idl scripts compile the necessary IDL routines, functions and subroutines then executes them. In general, there is one IDL script for each batch file that runs IDL.

3.4.3.1 Start CCR processing

The IDL script used is idl_mosaic.in

3.4.3.2  Start surface reflectance retrieval

The IDL script used is sfc_ret.idl

3.4.3.3 System clean up

The IDL script used is cleanup.idl

3.4.3.4 Start GASP retrieval processing

The IDL script used is process_goes.idl

3.4.4 IDL routines

3.4.4.1 gasp.pro

This routine is the primary code for the GASP algorithm. It contains the main program (GASP10) and the subroutines which process the imagery (PROC_INC),  the composite clear reflectance (PROC_CCR), the surface reflectance (PROC_SFC), the cloud mask (PROC_CLD) and the aerosol optical depth retrieval (PROC_TAU).

3.4.4.2 Other miscellaneous routines

There are numerous IDL functions and subroutines used in the processing. These routines are described below.
3.5    Installation
Setting up mcidas

tc \l2 "Setting up mcidasset up DATALOC to find GER [GOES-East files]. This uses standard mcidas    

commands.

Set up local directory data file

set up an AKA for GS pointing to the local files
Set up script files 

tc \l2 "Set up scripts to grab the imagesAll idl and shell scripts are located in the GASP/batch/ directory

The crontab.file is the crontab file set up to run the retrieval automatically and it is
 Installed in the GASP/crontab directory.
Set up IDL files

The main gasp.pro routine and idl routines should be copied to the GASP/idl

and GASP/idl/subs directories respectively.

            Set Up Look Up table (LUT)

The GASP LUT should be copied to the GASP/LUT directory. The LUT is different for each GOES instrument (i.e, GOES-8, GOES-10 or GOES-12) so it’s important that the correct file is being read in the retrieval algorithm.

Create data directories 

GASP/data/us/  is  the primary data directory of the GASP routine. The files in this directory are the data files for the entire retrieval system. When gasp.pro runs, it uses these files and stores other files (e.g., retrieved AOD, cloud mask, etc) in subdirectories. 

There are also the following subdirectories under GASP/data/us:

       Areafiles - the temporary holding directory of AREA files.  
      converted to a slightly different format and stored in the GASP/data/us/ directory.   

      They are a subset of the original US conus McIdas areafiles.

                 ang - stores angular information (view and solar zenith angles, view and zenith   

                  azimuth angles)

                        aod - stores the aerosol optical depth retrievals
                        cld - stores the cloud mask results

                        mos - stores the cloud clear background image

                        ref - the reference files for the US sector 

                        sfc- stores the retrieved surface reflectance

      img - the primary directory of the image files (all the jpeg image output files)

3.5 Creating a New Sector
 To run GASP for a new sector, assign the desired values to the following

  four variables in the proc_inc subroutine:

             North_bound – Selects the northern bound of the sector

             West_vis_elem- Selects the western bound of the sector

             Num_line- Selects the southern bound of the sector

             Num_elem- Selects the eastern bound of the sector

        Then, run the proc_inc subroutine in gasp10.pro for any GOES-12 channel

area file that is already at the final desired resolution (i.e., 4x4 km). The program will create a modified Mcidas file. Then run the program prepare_sector.pro using as imput the modified Mcidas file and setting the Datadir variable to the main GASP data directory. The program will automatically create the needed data subdirectories (ref,  mos, sfc, aod, ang, cld, img) and imput data files (lat.dat, lon.dat, vza.dat, azi.dat, UXnx). These data files are described in more detail in the Interface Control Document and need to be created again for a new sector.
4.0   PROCESS DESCRIPTION


          4.1 Product Processingtc \l2 "Product Processing
Processing occurs as the shell scripts in the crontab.file file are executed. These shell scripts contain the idl scripts that then run the gasp IDL code.

4.2   Processing Timetc \l2 "Processing Times
Table 1 lists the shell scripts and times of the day when they start running. GASP has Daily Operations and Half-hourly operations. The daily operations are run at night (when no images from the satellite are available). The nightly operations create the surface reflectance image files needed for the next day. System maintenance, such as removal

of old files can also be done at night. The half-hourly operations are scripts that produce the AOD imagery ever 30 minutes. The scripts obtain the MCIDAS data, transform them to a modified-MCIDAS data format then perform the AOD retrieval. 

4.3  Control of Data Processing - Script Summary

The following describes commands included in scripts used to perform the GASP retrieval.
4.3.1 .bash_profile

The .bash_profile is sourced within the shell script files described above to initialize environmental variable
4.3.2 catchup-conus.scr

                             The catchup-conus.scr script runs within the process_mosaic_script.bat script.

 It starts MCIDAS, which then obtains the latest GOES-12 conus areafiles and copies them to GASP/data/us/areafiles/. This script uses bash shell commands to define date and time variables. It then looks to find which files have already been copied and which are missing. For each missing file, the MCIDAS command  IMGCOPY copies them over to GASP/data/us/areafiles/.

4. 4  Control of Data Processingtc \l2 "Control of Data Processing - Daily Operations

                The following describes the processing which occurs during the night-time hours, that 

                 is, when   no visible observations are available from the satellite. 

4.4.1 Creating the Composite Image

This image is created once per day for each time of day. It is created at night, after all the mcidas areafiles have been downloaded and processed. The crontab file runs process_mosaic_script.bat which first runs catchup-conus.scr in case any areafiles had been previously missed (due to for example a computer crash). Then it runs process_mosaic.idl, which compiles all IDL procedures and runs gasp.pro using the command:

             gasp,/ccr,/new,/us

             See source code section for keyword definition.
4.4. 2   Perform the Surface Reflectance Retrieval

                   The surface reflectance is also computed once a day for each time of day

                   using as imput the composite image. The crontab file runs the 

                   process_sfc_ret.bat script, which in turn runs the idl script process_sfc.idl.              

                   This idl script compiles the idl procedures and then runs gasp.pro  using: 

                          gasp,/sfc,/new,/us

4.4.  3    System maintenance (removal of old files) 
  The cleanGASP.pl  Pearl script removes old  intermediate and input

 data files from a number of directories in order to save disk

 space.  It executes one time per day as a crontab job.
Table 1

	Minutes
	Hour

 (GMT)  
	Script
	Purpose

	01
	00
	process_mosaic_script.bat

(Runs process_mosaic.idl in IDL)
	This script creates the clear-sky composite mosaic image and stores the result in GASP/data/us/mos/

	00
	01
	process_sfc_ret.bat

(runs process_sfc.idl in IDL)
	This script runs the retrieval of the surface reflectance using as imput the mosaic files at GASP/data/us/mos/ and stores the result in GASP/data/us/sfc/

	00
	06
	cleanup.bat

(runs cleanup.idl in IDL)
	This process (which is optional and not required in the

algorithm retrieval) removes old sfc, mos and other files

	00,30
	4-21
	process_goes_script.bat

(runs process_goes.idl in IDL)
	This process performs the AOD retrieval at half-hour intervals during the day and stores the image data files

In GASP/data/us/aod/


4.4 Control of Data Processing - Half-hourly operations

The following describes the processing which occurs as each image (currently every half hour) becomes available.
4.5.1 Transfer Raw Datatc \l3 "Transfer Raw Data
The catchup-conus.scr script uses bash and mcidas commands to copy the most

 current mcidas areafiles.

4.5.2 Modify the incoming areafiles for processing 

Within IDL, the command gasp,/inc,/us will process the areafiles by  Averaging the data from 1x1 km to 4x4 km resolution (only in the case of the visible channel), and then extracting a portion of the image. The IDL command is run within the process_goes.idl idl script.tc \l3 "Decoding files
    4.5.3            Run cloud masktc \l3 "Run cloud mask
                       The cloud mask is performed by using the idl command gasp,/cld,/us,/new. 

                             This IDL command is run within the process_goes.idl idl script.  The 

              algorithm is similar to the  CLAVR (Cloulds from AVHRR). tc \l3 "Decoding files
    4.5.4            Retrieve aerosol optical depth

             This retrieval is performed with the command gasp,/aod,/us,/new,tc \l3 "Retrieve aerosol optical depth
                           which is run within the process_goes.idl idl script
5.0 PROGRAM DESCRIPTION


The primary GASP processing is performed within gasp.pro (additionally, numerous subroutines are used in processing). Keywords are used to direct the processing. The idl routine can be used to perform aerosol retrievals in real time or retrospectively from existing modified McIdas Areafiles.

This program is used for each of the 5 steps in GASP retrieval processing. By opting different parameters in the program call, the different portions (e.g., cloud mask, surface reflectance retrieval, etc.) can be run.

	Subroutine
	Purpose

	gasp
	The main program

	proc_inc
	Process the incoming GOES areafiles into a modified-mcidas data format.

	Proc_cld
	Performs the cloud mask algorithm 

	proc_aod
	Retrieve the aerosol optical depth 

	proc_ccr
	obtain the composite clear reflectance image

	proc_sfc
	retrieve the surface reflectance from the ccr image


Which routines are run depends on the keywords chosen. The following is a summary of the available keywords for the gasp routine.

	Keyword
	Example
	Purpose

	inc
	0,1
	Run proc_inc ... which converts the incoming mcidas data to a modified-mcidas file and stores the intermediate in GASP/data/us/.

	Cld
	0,1
	run the proc_cld ... which performs the cloud mask for the selected GOES image. The image is taken from either the keyword file or the latest image processed in GASP/data/us. The output cloud mask is stored in the. Also, graphical output is sent to WEBdir/cld

	aod
	0,1
	runs proc_aod  - performs the aerosol optical depth retrieval and stores the output in GASP/data/us/aod. Also, graphical output is sent to WEBdir/aod. To run this, one must have already retrieved the surface reflectance (see proc_sfc or keyword sfc) and performed the cloud mask (if no cloud mask is present, then the proc_cld routine is called)

	ccr
	0,1
	run proc_ccr - calculates the composite clear reflectance from the GOES visible imagery in GASP/data/us/areafiles/. A ccr is created for each observation time and the output ccr images are stored in the GASP/data/us/mos/.

	ALL
	0,1
	When set, it runs the following routine in succession:

      Proc_inc

      Proc_cld

      Proc_aod

	new
	0,1
	This keyword applies to all subroutines and , when set, creates new output. Otherwise, the gasp routine looks to see if a file has been created, and if so, it skips creating it.

	Disk
	0,1
	Causes the routine to process full disk sector

	US
	0,1
	Causes the routine to process the US sector (which is a portion of the CONUS sector)

	abba
	0,1
	Causes the routine to process the ABBA sector (a sector of South America)

This sector is not currently processed in real time and was created to inspect data from 2001.

	GWD
	0,1
	Causes the routine to process the GOES-West full disk sector.

This sector is not currently processed in real time and was created to test incorporating the GOES-West full disk.

	Image
	0,1
	This causes intermediate steps of processing to be output to the screen. It should only be used for manual inspection of processing and is helpful when making changes to code to check for processing errors.

	Cccr
	0,1
	This is an experimental flag which causes the proc_ccr algorithm to use only pixels which are cloud free. This is not used in operational processing.

	Today
	0,1
	

	inspect
	0,1
	This is used in testing the algorithm and causes routines to stop mid-processing to inspect various parameters in the routine.

	File
	string
	This is used to process specific files ... for example, when reprocessing data it can be used to perform a cloud mask or AOD retrieval on a specific file.

	Proctime
	int
	process only this time (used by proc_ccr)

	jrange
	intarr(2)
	define a specific range of julian days to be used in processing the CCR. The default processing time is 20 days, so this keyword can be used to change the length.

	oldext
	
	???

	refext
	
	Used when a reference mosaic file is being read

	outext
	
	And additional extension to be added to the filenames

	basedir
	
	The main data directory where modified McIdas files are placed. If set, then CIRAdir is automatically set to the same path name

	year
	
	Year of data being processed

	sfile
	string
	Use this file as the surface reflectance during the AOD retrieval. This variable is passed to proc_aod

	reverse
	0,1
	Option to rotate image

	datespecific
	0,1
	Output date specific img files to WEBdir ... by default, the routine does not output the day in the graphical filename, which causes the graphics files to overwritten each day. Setting this parameter causes the files to be overwritten every year (since the julian day is now used in the file name).

	Sat
	
	Specify name of satellite instrument used in algorithm

	noimages
	0,1
	Setting this causes the routine to not output graphical files, which can speed up the routine (useful when trying to catch up to real time after some system downtime)

	notri
	0,1
	this turns off the output (which is created using triangulation) which is used /to convert the data output to GIS


The gasp routine defines 6 data common blocks.

	Common

Block
	Variables
	Purpose

	jpgsize
	outnx, outny
	The output images are resized to this shape. This allows increasing the size later as needed (currently, the files are sized to 2000 by 850 pixels ... which is the actual pixel size of the GASP images in the current state).

	Size
	imgnx, imgny
	

	dirs
	AREAdir, CIRAdir, WEBdir
	The directories used in the program which define the locations of initial mcidas files, intermediate files and graphical output.

	Latlon
	rlat, rlon
	The gridded latitude and longitude of the current sector

	Sector
	ext
	A string which stores the extension of the current sector

	Satellite
	satname
	


The gasp routine sets up three directories which control the data I/O. By default, these directories point to the real-time processing, but by setting them using the keywords (above), past data can be reprocessed.

	variable
	example
	Purpose

	AREAdir
	 GASP/data/us/areafiles
	This directory contains the mcidas modified areafiles 

	CIRAdir
	GASP/data/us/
	This directory is the base for intermediate files during processing. Files at each stage are saved in subdirectories of this directory and the modified-mcidas files are stored in this directory.

	WEBdir
	/net/www/www/smcd/emb/GASP
	This is the base directory which contains the visual (i.e., JPG) output of the GASP algorithm.


5.1   Subroutine - proc_inctc \l2 "Subroutine - proc_inc
This subroutine reads the incoming McIdas areafiles and converts them to

The modified areafiles which are a subset of the original

5.2    Subroutine - proc_cldtc \l2 "Subroutine - proc_cld
This subroutine calls the CLAVR algorithm clavr_gknew.pro subroutine and performs the Cloud mask

5.3     Subroutine - proc_aodtc \l2 "Subroutine - proc_aod
This routine performs the aerosol optical depth retrieval using a GOES visible (i.e., channel 1) image and the surface reflectance retrieval from proc_sfc (see below).

5.4    Subroutine - proc_ccr

This routine creates the composite clear reflectance files from GOES imagery in modified-Mcidas format).

5.5     Subroutine - proc_sfctc \l2 "Subroutine - proc_ccrThis routine creates the composite clear relfectance files from GOES imagery in modified-Mcidas format).Subroutine - proc_sfc
This routine performs the surface reflectance retrieval using the output data (i.e., the composite clear reflectance) from proc_ccr.

               Other Subroutines

             This subdirectory lists the subroutines used by the gasp.pro routine.
	Subroutine
	idl_mosaic
	sfc_ret
	process_goes
	Purpose

	Calibrateg12
	
	X
	X
	Calibrate the GOES-12 digital counts to reflectances (this is adjusted for visible sensor degradation.)

	cl
	
	X
	X
	Closes all I/O logical units

	clavr_gknew
	
	
	X
	The cloud test based on spectral and spatial thresholds from Andy Heidinger.

	cloud_mask
	
	
	X
	Calls clavr_gknew

	cmproduct
	
	
	X
	Calculated the product of all elements in an array

	colorbar
	
	X
	X
	Creates a colorbar

	comp_es4
	
	X
	X
	Computes the elevation and scan angle

	comp_lp4
	
	
	X
	Converts elevation and scan angle to line and pixel no.

	flines
	X
	X
	X
	Determines the no. of lines in a text file

	gasp
	X
	X
	X
	Main gasp code

	getmcg
	X
	X
	X
	Reads mcidas image file

	gvar_nv4
	X
	X
	X
	Converts latitude and longitude to elevation and scan angle

	i2xy
	
	
	X
	Converts array index to an n-dimensional array

	lmodel2
	
	X
	X
	Converts to earth coordinates

	lpoint4
	
	X
	X
	Converts to latitude and longitude

	polint
	
	X
	X
	Interpolates points to a n-1 degree polynomial

	read_ang
	X
	X
	X
	Performs i/o for solar zenith angle and relative azimuth

	readmc1
	X
	X
	X
	Reads a data segment of a mcidas file

	reset
	X
	X
	X
	Resets plotting window

	stripname
	X
	X
	X
	Extracts a portion of a string array

	tau_ret
	
	
	X
	 Retrieves the aod

	today
	X
	X
	X
	Determines current day

	tvread  
	
	
	X
	Outputs a jpg image



	varsol
	
	X
	X
	Performs correction for earth-sun distance


6.0 ALGORITHM


GASP uses the GOES visible channel to retrieve the AOD.  First, visible imagery from the last 14-28 days is used to create a composite clear background image, using the second darkest pixel. The surface reflectivity is calculated from this image by means of a Look Up Table (LUT) and assuming a background aerosol load of 0.04.  The AOD is then calculated from the estimated  surface reflectivity and the LUT. A cloud mask algorithm is used to identify clouds. The mask is based on the Clouds from AVHRR algorithm adapted for GOES channels by Andy Heidinger. 
