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OPERATIONS MANUAL
The GOES and Aerosol Smoke Product (GASP) was developed at NESDIS/ORA. This product is a retrieval of the Aerosol Optical Depth (AOD) using visible radiances from the Geostationary Operational Environmental Satellites (GOES) imager. The GOES imager is operated by NOAA and provides views of atmospheric, land, and ocean processes at high temporal and moderate spatial resolutions (Menzel and Purdom, 1994). The current GOES-East and GOES-West platforms are located over the equator at 75(W and 135(W, respectively, providing diurnal coverage of North, Central, and South America.  The GOES instrument consists of a three-axes stabilized system, which allows for nearly continuous earth observation.  The instantaneous geometric field of view (IGFOV) at nadir (sub-satellite point) is 1 km in the visible and 4 km in the infrared bands. Although primarily designed for meteorological applications, the GOES Imager offers the unique opportunity to capture aerosol optical depths over land and water. Thus, GASP has important applications for the tracking and monitoring of aerosol plumes due to anthropogenic emissions (i.e., automobiles, industry, fires) and dust.
1.0 APPLICATION OVERVIEW

GASP uses the GOES visible channel to retrieve the AOD.  First, visible imagery from the last 14-28 days is used to create a composite clear background image, using the second darkest pixel. The surface reflectivity is calculated from this image by means of a Look Up Table (LUT) and assuming a background aerosol load of 0.04.  The AOD is then calculated from the estimated  surface reflectivity and the LUT. A cloud mask algorithm is used to identify clouds. The mask is based on the Clouds from AVHRR algorithm adapted for GOES channels by Andy Heidinger. Currently, the algorithm retrieves the AOD for a fixed CONUS sector over the United States from GOES-East. However, with modifications, it is possible to process other sectors (e.g., GOES-East full disk).
The GASP processing system acquires GOES data from McIDAS ADDE servers.  The GOES data are pre-processed to transform the MCIDAS data format to one usable by the provided IDL routines.  The GASP aerosol retrievals are only performed during daylight hours (i.e., when the satellite is providing daylight imagery). During the night time hours (from the satellites perspective) routines process the imagery to update the composite clear reflectance and retrieve the surface reflectance.

2.0 RUN SCHEDULES

GOES Imager data are available every 15 minutes over the CONUS and every 30 minutes elsewhere.  Full disk coverage of the Western Hemisphere occurs every 3 hours.  . The GASP aerosol retrievals are only performed during daylight hours (i.e., when the satellite is providing daylight imagery). During the night time hours (from the satellites perspective) routines process the imagery to update the composite clear reflectance and retrieve the surface reflectance.

The crontab job schedule is as following.

  00      06     * * *     /home/oper/batch/process_mosaic_script.bat   1> ~/logs/ccr.log 2>&1

  00      07     * * *     /home/oper/batch/process_sfc_ret.bat         1> ~/logs/sfc.log 2>&1

  00      08     * * *     /home/oper/batch/gzip_fr.bat

  30      08     * * *     /data/GASP/work/cleanGASP.pl                 1> ~/logs/clean.log 2>&1

  0,30 10-23  * * *     /home/oper/batch/process_goes_script.bat     1> ~/logs/gasp.log 2>&1

  0,30   0-1    * * *     /home/oper/batch/process_goes_script.bat     1> ~/logs/gasp.log 2>&1

  15,45 11-23 * * *     /data/GASP/work/checkAOD     1> ~/logs/AOD2AREA.log 2>&1
3. SYSTEM REQUIREMENTS

 
3.1 Operating Environment
The GOES system operates on Intel-compatible PC workstations running RedHat Linux.  The host machine should have at least two gigabytes of RAM, 50 gigabytes hard drive space, and two  900mhz processors (or equivalent) for realtime operation for GOES East.  Processing data for additional satellites requires additional hardware and significantly more disk storage space.


3.2 Hardware Environmenttc \l2 "Hardware Environment
For the CONUS sector currently used, each observation time requires 7.4 Mb (channels 1,2,4,6 at 4km and the standard deviation of channel 1). So 21 days with ~30 observations per day (every 30 minutes from sunrise on the east coast - 10:15UTC - to sunset on the west coast - 00:45 UTC) requires 4.55 Gb. Subsequent storage of intermediate files (e.g., cloud mask, surface reflectances, cloud masks, etc) uses ~30 Mb, which results in a needed space of 26Gb for 1 full month of storage of intermediate files. This can be reduced since most intermediate files can be removed a few days after calculation. All files generated are compressed using the IDL gzip function.

The processor needed to perform the calculations depends on the size of the image being processed and the frequency of the images. The current setup processes the 7.4 Mb CONUS sector every half hour (often finishing within 8 minutes) using an 1 GHz Intel processor. Increasing the image frequency (say to 4 times per hour) or the image size (e.g., to Northern Hemisphere or full disk) would increase the computations performed, and thus the required processor speed.

The RAM required also depends on the image size. The current processing system uses a 1.5GB RAM installed which is sufficient for processing..


3.3 Software Environmenttc \l2 "Software Environment
The GASP system requires RedHat Linux 8.0 or higher, McIDAS 7.8x or higher, and IDL 6.0 or higher, additional software as listed below.  The GASP only processes GOES-12.  Additional development resources are required for use with other platforms and GOES satellites.



3.3.1 Linux Operating Systemtc \l3 "Linux Operating System
The system currently runs on the RedHat Linux operating system using the BASH (Bourne Again Shell) shell. 

3.3.2 Programming Language - McIdas
McIDAS version 7.8 or higher  is required for the GASP

                       
3.3.3   Programming Language - Interactive Data Language (IDL)tc \l3 "Programming Language  Interactive Data Language (IDL)
 
The current processing system uses IDL 6.0 

             
3.3.4    Data Transfer/Communicationstc \l3 "Data Transfer/Communications
The GASP system utilizes the McIDAS Abstract Data Distribution Environment (ADDE) data transfer method, all of which is built on top of the TCP/IP protocol.  The McIDAS ADDE system is used to obtain the satellite data from remote servers.

4 OPERATORS/RUN CONTROL PROCEDURES
The GASP processing is fully automated, requiring no operator intervention. Many of the data problems will most likely be due to the lack or incomplete of the GOES satellite data from the input data servers. Without the satellite imagery, no product can be produced. Operator monitoring and recovery currently consists solely of operator monitoring.

4.1 Hourly Monitoring
For Helpdesk to do the check procedure and perform hourly monitoring , log into GP49 from HD15,  at the LINUX prompt on the GASP system  type: 

/home/oper/work/checkGASP.sh
The procedure will look for the input statellite data and two types of output products.  The operator should check off the boxes for whether the application succeeded or failed. There is no recovery procedure for failures. But if the input GOES AREA files in the directory /data/GASP/US exist, all the output files can be recovered manually during the 24 hours period. If there are some consecutive failures for any of the products, the HELPDESK should be contacted to alert the support programmers.

      
4.2  Reboot Procedures
If the system has crashed, the system administrator should login as user “oper” and begin the crontab job

  00      06 * * *     /home/oper/batch/process_mosaic_script.bat   1> ~/logs/ccr.log 2>&1

  00      07 * * *     /home/oper/batch/process_sfc_ret.bat         1> ~/logs/sfc.log 2>&1

  00      08 * * *     /home/oper/batch/gzip_fr.bat

  30      08 * * *     /data/GASP/work/cleanGASP.pl                 1> ~/logs/clean.log 2>&1

  0,30 10-23 * * *     /home/oper/batch/process_goes_script.bat     1> ~/logs/gasp.log 2>&1

  0,30   0-1 * * *     /home/oper/batch/process_goes_script.bat     1> ~/logs/gasp.log 2>&1

  15,45 11-23 * * *     /data/GASP/work/checkAOD     1> ~/logs/AOD2AREA.log 2>&1

5 ERROR PROCEDURES

5.1 Help Desk

The Satellite Services Division (SSD) 24x7 Operations (ESD/IPC) provides Quality Checking/Quality  Assurance (QC/QA) to meteorological, hydrological, oceanographic data from geostationary and polar-orbiting environmental spacecraft, and Family of Services (FOS) data.  It provides around the clock assistance and a central point of information to the user community through the NOAA Satellite Services Help Desk. 
Operators have received directives to determine if the GASP product was produced correctly. Should an error occur during the processing of the GASP product, the Help Desk will be contacted regarding the problem.

A help ticket will be opened to document the problem event and, based on the instructions for the application, contact the appropriate support personnel. The problem will be investigated, upon resolving the issue, the help ticket will be closed.


5.2 Fallback for Extended System Down Time on the GASP Workstation
GP78 is the backup system for the GASP Application. If a problem occurs that requires extensive down time for the operational system, this application can be switched to the backup system for continued execution and product distribution.  


5.3 Errors encountered for the GASP application 
Usually there are a couple of errors that happen in the GASP application.  The first one is the inability to obtain the GOES satellite data from the input data server (GER).  The second one is the SFTP problem:-data can not be successfully sent out by SFTP process because of the network problem`41

.  The GASP products are sent to the FTP server (Gp16/GP32) and the SSD Web server (GP13/GP5) automatically after they are generated.   The Helpdesk  can check to be sure that the auto-sftp  goes  through well to the above servers.   Please contact the support programmer if the errors happened and can not fixed by the Helpdesk operators. 
6 SECURITY PROCEDURES
N/A

7 DISTRIBUTION PROCEDURES


7.1 Description

The GASP application is invoked by executing a C executable “checkAOD” under the home directory of 
user “oper”, which drives all steps of the processing.  It calls 4 Linux Shell scripts respectively.  These 
Linux shell scripts are utilized to transfer (via SFTP) the GASP products to the FTP server (Gp16/GP32) 
and the SSD Web server (GP13/GP5) automatically after the final products are generated.
7.2 Criticality

If there is no new GOES input data, there is no GASP product generated.  Failure of the SFTP connection to FTP server or Web server will cause the failure of the data distribution.
7.3 Retention

The GASP AOD output (binary data) and JPEG image files are retained in the operational system for 60 days currently for research purpose.  The retention period will be reduced in the future.

The GASP Geotiff data are retained on the system for 4 days.   The retention times are based on the specifications provided by the customer for functionality, while addressing the issue of limited disk space.   Noted that the Goes input data need to be retained on the system for 35 days as well. 
8 BACKUP AND RECOVERY PROCEDURES

8.1 Program Backup Procedures



8.1.1 System Administration

LINUX operational systems are backed up weekly using mksysb. These are run weekly to a 8mm tape drive on the system.  Files are excluded using the file /etc/exclude.rootvg.   

8.1.2 Disk backup

A backup of the GASP processing system has been made and is retained by the Software Development Manager. In addition, source files on the GASP system will be replicated on a backup system.

8.1.3  Control Automated Notification System (SCANS)

Program Version Control and Management deals with organizing projects and project components, tracking modifications and supporting parallel development. The techniques instituted at the Satellite Services Division (SSD) are designed to incorporate varying degrees of control over software versions. 

Within the SATellite Environment Processing Systems (SATEPS) distributed environment, there are more than 14 different operational systems. These systems require software modifications from maintenance programmers, software developers and researchers.

The Software Control Automated Notification System (SCANS) is utilized to maintain the integrity of the Application software. This is accomplished with daily checks of operational code on pre-determined systems. 

Any additional, removed or modified operational code, is copied to a Software Repository. A notification of software changes is sent via e-mail to principals listed for SCANS information distribution.


8.2 Program Recovery Procedures



8.2.1 Fallback for Extended System Down Time on the DELL-PowerEdge 4400
There is a backup system GP78 for the GASP Application. If a problem occurs that requires extensive down time for this system.  GASP processing system can be switched to the backup system for continued execution and product distribution.  
9 RESTART PROCEDURES


9.1 GASP Restart Procedures
The GASP processing in its entirety, from retrieving data from GOES raw data through ADDE server, is invoked by executing the IDL batch scripts process_mosaic_script.bat, process_sfc_ret.bat, and process_goes_script.bat located in $HOME/batch/.   The GASP Geotiff encoding processing is invoked by executing the C executable “checkAOD” located in /data/GASP/work.
Normal processing is invoked automatically via the LINUX cron facility. Although the GASP 

can be executed manually, the LINUX Cron facility will perform this function without any additional user startup.  Even when the user does not have a login session running the cron facility will execute the GASP software automatically.

A more detailed description of the GASP application compilation, installation and execution procedures can be found in the GASP Programmers Maintenance Manual.


9.2 System Restart Procedures

For System Restart procedures, please see System Administration and System specific documentation.

10 TERMINATION PROCEDURES


10.1 GASP Shutdown Procedures

Because the GASP processing is controlled by the LINUX cron facility, to stop GASP processing the operator must edit the cron schedule to prevent regular scheduled execution.  It is not however necessary to do this in order to shut down the system.


10.2 System Shutdown Procedures


For System Shutdown procedures, please see System Administration and System  specific 
documentation.
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